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Introduction
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• In this module, we will be introducing how to construct a linear 
regression model on a given dataset. 

• A linear model can take on two forms:
• Simple linear regression (SLR) model y ~ x

where y is the response and x is a predictor variable

• Multiple linear regression (MLR) model y ~ x1 + x2 + … + xn

where xi are predictor variables in predicting the response variable y



Structure of this tutorial

• Data Import

• Data Preprocessing

• Exploratory Data Analysis (EDA)
• Correlation heatmap, boxplots, scatterplots, histograms and density plots

• Linear Regression Modeling:
• Variable selection
• Summary statistics
• Diagnostics and assumptions
• Model selection

• Discussion
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Data Import

• The dataset that we will be using is the soil.csv dataset

• To load the data into Python:

• To check the dimension of the dataset:
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Data Import

• Variables in the dataset:
• x: x-coordinate of the location
• y: y-coordinate of the location
• cadmium: topsoil cadmium concentration
• copper: topsoil copper concentration
• lead: topsoil lead concentration
• zinc: topsoil zinc concentration
• elev: relative elevation above local river bed
• dist: distance to the Meuse
• om: organic matter
• ffreq: flooding frequency class (1 = once in 2 years; 2 = once in 10 years; 3 = once in 50 years)
• soil: soil type according to the 1:50000 soil map of the Netherlands
• lime: lime class (0 = absent, 1 = present) 
• landuse: landuse class
• dist.m: distance to river Meuse in meters
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Data Import

• Variables in the dataset:
• x: x-coordinate of the location
• y: y-coordinate of the location
• cadmium: topsoil cadmium concentration
• copper: topsoil copper concentration
• lead: topsoil lead concentration (response variable)
• zinc: topsoil zinc concentration
• elev: relative elevation above local river bed
• dist: distance to the Meuse
• om: organic matter
• ffreq: flooding frequency class (1 = once in 2 years; 2 = once in 10 years; 3 = once in 50 years)
• soil: soil type according to the 1:50000 soil map of the Netherlands
• lime: lime class (0 = absent, 1 = present) 
• landuse: landuse class
• dist.m: distance to river Meuse in meters
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Data Preprocessing
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• We notice that there are a few missing values in the original dataset.

• Since there are only a small number of rows with missing values, we 
can remove those rows:



Exploratory Data Analysis (EDA)

• correlation heatmap

• boxplots 

• scatterplots

• histograms and density plots
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Exploratory Data Analysis (EDA)

• correlation heatmap
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Exploratory Data Analysis (EDA)

• correlation heatmap
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negative correlation

positive correlation



Exploratory Data Analysis (EDA)
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different versions of 
correlation heatmap



Exploratory Data Analysis (EDA)

• boxplots
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Exploratory Data Analysis (EDA)

• scatterplots
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Exploratory Data Analysis (EDA)

• histograms and density plots
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Linear Regression Modeling

• Variable selection

• Summary statistics

• Diagnostics and assumption checking

• Model selection
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Linear Regression Modeling

• Variable selection: based on correlation coefficients

Lead ~ cadmium + copper + zinc + elev + lime

• Split the dataset into training and testing sets:

• Fit a linear model on training set: using scikit-learn module
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Linear Regression Modeling
Lead ~ cadmium + copper + zinc + elev + lime (using statsmodel module)
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Linear Regression Modeling
Lead ~ cadmium + copper + zinc + elev + lime (using statsmodel module)
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• R2
adj of this model is around 94.5%.

• Statistical test on each predictor:
• cadmium: significant
• copper: not significant
• zinc: significant
• elev: not significant
• lime: significant



Linear Regression Modeling

• Summary statistics
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• Lower RSME on testing set
• Higher R2 on testing set



Linear Regression Modeling

• Diagnostics and assumption checking
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• Assumption of constant variance: satisfied
• Assumption that E[residuals] = 0:  satisfied

• Assumption of normality of the response: satisfied



Linear Regression Modeling

• Model selection:
• We used 5 predictors in our previous model, but some of the predictors are 

not statistically significant compared with others.

• We can consider reducing the number of predictors to improve the model’s 
prediction performance, by selecting only a subset of these 5 predictors.

• Since cadmium, zinc and lime are highly statistically significant, we now 
refit a model using only these 3 predictors:
• Full model: Lead ~ cadmium + copper + zinc + elev + lime

• Reduced model:  Lead ~ cadmium + zinc + lime
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Linear Regression Modeling

• Summary statistics: Lead ~ cadmium + zinc + lime (using statsmodel module)
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Linear Regression Modeling
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• R2
adj of this model is around 94.6%, 

higher than the previous model.

• Statistical test on each predictor:
• cadmium: significant
• zinc: significant
• lime: significant

• Summary statistics: Lead ~ cadmium + zinc + lime (using statsmodel module)



Linear Regression Modeling

• Summary statistics of the reduced model
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• Lower RSME on testing set
• Higher R2 on testing set



Linear Regression Modeling

• Diagnostics of the reduced model:
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• Assumption of constant variance: satisfied
• Assumption that E[residuals] = 0:  satisfied

• Assumption of normality of the response: satisfied



Linear Regression Modeling

Comparison of the reduced and full model:

• RMSE (root-mean-squared error) and R2 of two models:
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Linear Regression Modeling

Comparison of the reduced and full model:

• RMSE (root-mean-squared error) of the two models:
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lower RMSE and higher R2 on the testing set
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Linear Regression Modeling

Comparison of the reduced and full model:

• To decide whether to adopt the reduced model, we can conduct one-
way ANOVA (Analysis of Variance) on the reduced and full model:
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Linear Regression Modeling

Comparison of the reduced and full model:

• To decide whether to adopt the reduced model, we can conduct one-
way ANOVA (Analysis of Variance) on the reduced and full model:
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p-value > 0.05: 
no significance difference between two 
models: adopt the reduced model
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Discussion

• We observe that there is no significance different between the 
reduced model and the full model (based on the ANOVA test).

• Therefore, we will adopt the MLR model with 3 predictor variables:

lead ~ cadmium + lime + zinc

• Possible improvements:
• Consider fitting a nonlinear model (although this increases model complexity)

• Consider transforming the response variable and some predictor variables

• Consider creating new features based on current predictor variables to bring 
down model complexity
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Reference

• Dataset: meuse dataset in R

• To access the dataset in R:

install.package(“sp”)# required when first time using the library

library(sp)

data(meuse)
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Tips 

To learn more about linear regression and machine learning:

go to OSCR’s webpage at https://oscrproject.wixsite.com/website
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